Identifying and Minimizing Cognitive Contributors to Misdiagnosis.

This curriculum is designed to help learners reduce misdiagnosis by recognizing and limiting the effects of cognitive errors in their clinical practice.

In order to accomplish this, learners will complete a pre-reading exercise that introduces the concept of cognitive errors and their contribution to misdiagnosis.  Learners will then participate in a two-hour workshop where they will learn more about common cognitive errors in misdiagnosis.  During the workshop they will learn to recognize cognitive errors in real case studies of misdiagnosis.  They will learn a reflective technique to help identify potential cognitive impairments of their judgment during patient care and formulate corrective/mitigating responses.


1. Introduction
a. Objective
i. Objective:  Learners will identify cognitive contributors to misdiagnosis and form an appropriate preventative response during practice cases and clinical encounters.
b. Overview
Pre-Reading exercise
Section 1 - Understanding cognitive errors that increase the risk of misdiagnosis
Section 2 - Preventing cognitive errors that lead to misdiagnosis
c. Agenda 
Learn about errors our minds make when evaluating patients.
Analyze how these errors may have contributed to past cases
	(Group activity and independent exercise)
Learn how to decrease cognitive error and misdiagnosis in our own practice
Apply this knowledge and skill during real patient encounters.
+++++++++++++++++

Topic content

Motivation:

1. Physician as decision maker
· Many roles physicians play: skilled technician, coach, counselor, etc
· Compare this to our pre-conceived notions of what we would be doing as physicians
· Patients want answers, we want to provide them
· One thing we do and surprisingly often - make decisions, decisions that affect people’s lives
· Cognitive, affective, procedural skills.  (Croskerry, The Cognitive Imperative: Thinking about, 2000)
· The ultimate cornerstone of high-quality care … is the accuracy, efficacy, and expediency of clinical decision making. (Croskerry, Achieving Quality in Clinical Decision Making:, 2002;)
· First, decisions must and will be made. If they are not made actively, they will be made by inaction. Even the decision to do nothing is a decision, with potentially very significant consequences.
· Decision = weighing, analyzing and choosing between alternative courses of action
· Part of what makes us human, the ability to consider different situations and act based on reason and logic rather than instinct and impulse
· Every conscious human being engages in decision making every day.
· Many important decisions take considerable time and effort
1. Career choice, marriage, F35
· Unique challenges of clinical decision making
· Incomplete information, changing science and standards, emotional component, contextual interpretation, complex interactions, uncertainty, legal/financial/social pressure, high expectations, extreme time pressure.  Like making combat decisions.  (Do we train enough?)
· Requires estimating probabilities, fund of knowledge/recall, problem solving, recognition/categorization, patient/person specific
· Medicine has been described as an ill-structured domain (Kuhn, 2002;) vs mathematics and physics, which are very orderly and bound by rules that translate from one situation to another. (I still mourn this fact.)
1. information needed to solve the patient’s problem is gathered over a period of time and is therefore not available at the outset, 
2.  the nature of the problem is dynamic and may change during the problem- solving process, thus necessitating reformulation of the problem, 
3. the approaches used in problem solving are specific to that unique situation and not generalizable across situations
4. the problem solver may never be certain that a solution has been reached, forcing a decision as to when to quit searching for a solution in the face of uncertainty. 
5. Do you find yourself jealous of your math or chemistry friends?  How about the janitor?

2. Significance of medical errors.
· Not surprisingly (to us anyway,) sometimes we make mistakes.
· Much has been said about the significance of medical error. 
· 40,000–100,000 Americans die annually from medical errors(Kohn, 1999)
· Different types of error – procedural, clerical, cognitive.
· Lots of focus on procedural and clerical (surgery complication rates, procedural simulators, medicine bar codes, checklists and ‘time outs’)
· Less focus on cognitive error. 

Main Content:

1. Role of cognitive errors in misdiagnosis
· How often do cognitive errors play a major role in medical error?
· Account for up to 17% of adverse events (Berner, 2008)
1. Ie 17,000 deaths due to misdiagnosis.
2.  non fatal adverse events?
· Out of 100 cases of misdiagnosis, 74% involved cognitive errors.  Only 19% were purely system errors (Graber, 2005)
· Most non surgical malpractice claims are related to misdiagnosis (26% Dx vs 12% Rx), largest payouts (Sato, 2001),(WB, 2001)
· 53 Autopsies – 24% with major missed Dx (Phillips, 2004)

· Significance – “kill zone” – Diagnostic phase prime target for medical error.
1. Without the right diagnosis, the likelihood of therapeutic success is severely limited
2. Highest degree of uncertainty, many conflicting and distracting factors
3. Misdiagnosis often leads to cascade of compounding errors.
4. Improving our accuracy and success in this phase has the potential for high positive impact on patient outcomes.
· Misdiagnosis = 
· Misinterpretation of evidence
· Failure to generate inclusive  DDx
· Failure to order correct test
· Failure to generate correct working Dx
· Failure to appropriately test/confirm working Dx
· (recommending wrong treatment)
· Failure of follow up.


2. Understanding cognitive errors in misdiagnosis
· Just like in medicine, to treat the problem of cognitive errors in misdiagnosis we must understand them.  We must be able to recognize them in their early stages and prevent them from causing harm.  
· Preventable Misdiagnosis – choosing the wrong diagnosis when choosing the right diagnosis was reasonably achievable, when most physicians of equal training and experience would have chosen the correct diagnosis. (standard of care)
· What causes such error?
· Knowledge deficit – receives the most attention, consider all the efforts placed on acquisition of medical knowledge.  Actually less frequently the cause. (Graber, 2005) 
1. We honor the fact nerd – not = good doctoring.
2. When discussing and determining where errors can occur, it is of value to consider the process of diagnosis as a series of phases that can be labeled as 1) data gathering, 2) integration or processing of data, and 3) confirmation of diagnosis. (Kuhn, 2002;)

· Processing errors, bias – cognitive illusions
1. Where the true picture is not seen due to obscuring or distorting cognitive conditions
2. Heuristics – mental shortcuts
· not bad, often correct and very efficient, key is to detect when in error 

· Brief example
· ?One or two examples from my experience
1. LT – RLQ abdominal pain attributed to viral gastroenteritis, actually due to advanced colon cancer, resulted in ruptured colon three weeks later
2. BB – long time use of a medication which later received a black box warning against use over 12 weeks.  Unrecognized signs of early extra-pyramidal side effects in clinic, medication refilled.  Subsequent development of full blown movement disorder – threatened lawsuit.
· What happened?  How can we keep it from happening again?

3. Academic description and categorization of cognitive errors and preventative strategies.
· Rich academic research on cognitive biases leading to poor decisions
· Applying this research to expert decision makers and especially medical decision making
· Extensive… even overwhelming number of biases and mental shortcuts documented
· This presentation not meant to be all-inclusive, not meant to be exclusive either… these are tools, crutches, means to an end.  This is not “hard science”… but it is still science and has the potential to significantly improve our care of our patients.
· I have divided 5 of these mental shortcuts and biases in to two categories
· Ones that can bias us towards choosing the wrong initial diagnosis
1. Availability, Framing and Blind Obedience
· Ones that influence the way we process, validate and verify our initial diagnosis
1. Anchoring, Premature closure
· Desired end point – “WHY have I chosen this diagnosis?” or “Am I choosing this diagnosis for the right reasons?”  Evaluating the basis on which we have decided on one diagnosis over another.

· Availability: 
· Description: tendency to judge diagnoses as more likely if they are more easily retrievable from memory.
· Recent exposure (pt, CME, drug rep, lawsuit,) or memorable personal experience creates bias (Dr with Chronic Appendicitis, over diagnosis the same in his patients)
· Distorts hypotheses generation. It involves judging the probability of an event on the basis of readily recalled similar events. (Mamede, 2007)
· Availability is the tendency for things to be judged more frequent if they come readily to mind. Things that are common will be readily recalled. The heuristic is driven by the assumption that the evidence that is most available is the most relevant. Thus, if an emergency physician saw a patient with headache that proved to be a subarachnoid hemorrhage (SAH), there will be a greater tendency to bring SAH to mind when the next headache come along.  (Croskerry, Achieving Quality in Clinical Decision Making: Cognitive Strategies and Detection of Bias, 2002)
· Novices tend to be driven by availability, as they are more likely to bring common prototypes to mind, whereas experienced clinicians are more able to raise the possibility of the atypical variant or zebra. - Croskerry
· Examples
1. Adult female presents with burning on urination = UTI
2. Retro sterna burning worse at night and with spicy food = GERD
· Prevention: Objective information should be gathered and used systematically to estimate the true base rate of a diagnosis, and clear clinical evidence is needed to support a particular diagnosis for the patient being seen. Physicians should be aware of the tendency to pay too much attention to the most readily available information, or be unduly influenced by high profile, vivid, or recent cases. They should routinely question the soundness of their estimates or judgments—do they rely excessively on easily available evidence? (Croskerry, Achieving Quality in Clinical Decision Making: Cognitive Strategies and Detection of Bias, 2002)

· Framing – 
· Description: suggests that alternate representations of a problem can give rise to different judgments and preferences.  Physicians tend to come to different decisions depending on how information is presented, or framed.  Improperly framed data often underlie provider-to-provider miscommunication – (Redelmeier, 2005)
· Examples
1. Patient - Angry or emotionally labile patient’s complaints are minimized and diagnosis missed
2. Setting - ER effect.  Ciinical presentation evaluated in the ER receives a extensive workup.  The same presentation evaluated in an outpatient clinic receives minimal workup.
· Prevention:
1. Consider multiple perspectives
2. Discuss or 2nd opinion outside of frame.
· Blind Obedience – 
· Description:  Leads physicians to stop thinking when confronted with an apparent authority that may be human (for example, an assertive colleague or opinionated patient) or technological (for example, an objective test result) - (Redelmeier, 2005)
· Examples
1. Patient who comes ‘pre-diagnosed’ either themselves “I have sinusitis” or from another physician (ER Dx, subspecialist referral, colleague)
2. Positive or negative test assumed to definitively rule a diagnosis in or out.  IE negative CT scan or blood culture.
3. BB
· Prevention:
1. Consciously moderate the influence of the authoritative value in the case.
2. Reconsider case in the absence of previous evaluations or testing.
· Anchoring and Confirmation Bias
· Description: 
· Anchoring occurs when the doctor remains fixed on first impression of the case, and fails in adjusting the hypotheses in light of new data.
· Anchoring is the tendency to fixate on specific features of a presentation too early in the diagnostic process, and to base the likelihood of a particular event on information available at the outset (i.e., the first impression gained on first exposure, the initial approximate judgment). This may often be an effective strategy. However, this initial impression exerts an overly powerful effect in some people and they fail to adjust it sufficiently in the light of later information. Anchoring can be particularly devastating when combined with confirmation bias. (Croskerry, Achieving Quality in Clinical Decision Making: Cognitive Strategies and Detection of Bias, 2002)
· Confirmation Bias leads a doctor to gather and interpret evidence that confirms an initial diagnosis rather than searching and considering evidence that refutes it, even when the latter is more  definitive
· Confirmation Bias is a powerful bias, which may seriously confound problem solving and clinical decision making. When a hypothesis is developed on relatively weak or ambiguous data, it may later interfere with superior and more plentiful data. Such subsequent data might not be treated objectively and may be ignored. Confirmation bias is reflected in a tendency to look for confirming evidence to support the hypothesis, rather than look for disconfirming evidence to refute it. In difficult cases, confirming evidence feels good, whereas disconfirming evidence undermines the hypothesis and means that the thinking process may need to be re-started, i.e., looks like more work, requiring more mental effort. It may lead to the collection of redundant data that may be used to bolster confidence in a hypothesis that has been adopted. When the problem space is large (too many possibilities), confirmation bias may reflect a selective tendency to focus on data that appear relevant to a currently held hypothesis, and settle for a satisfactory but not optimal result (see search satisfying). …Confirmation bias may seriously compound errors that arise from anchoring, where a prematurely formed hypothesis is inappropriately bolstered. (Croskerry, Achieving Quality in Clinical Decision Making: Cognitive Strategies and Detection of Bias, 2002)
· Examples
1. Persistence with Dx of UTI or GERD despite negative work or lack of response to Tx.
2. Overvaluing positive Leucocyte Esterase in suspected UTI or response to GI cocktail in suspected GERD
· Prevention: Awareness of the anchoring tendency is important. Early guesses should be avoided. Where possible, delay forming an impression until more complete information is in. (Croskerry, Achieving Quality in Clinical Decision Making: Cognitive Strategies and Detection of Bias, 2002)
· Physicians should attempt to mentally monitor the hypothesis refinement stage of clinical decision making. They should avoid pseudodiagnosticity effect, responding to statistically nondiagnostic information that has been gathered (positive testing) with the expectation it will be consistent with a previously adopted hypothesis. They should seek out disconfirming evidence that will challenge the hypothesis under consideration. One piece of disconfirming evidence may be worth ten pieces of confirming evidence. On the way to development of a diagnostic formulation, checks should be made to see that competing hypotheses have been given adequate consideration. (Croskerry, Achieving Quality in Clinical Decision Making: Cognitive Strategies and Detection of Bias, 2002)
· 
· Search satisficing/Premature closure 
· Description: 
· (PC) Premature closure Physicians typically generate several diagnoses early in their encounter with a clinical problem. Premature closure occurs when one of these diagnoses is accepted before it has been fully verified. The tendency to apply closure to the problem-solving process can result from vivid presenting features that may be convincing for a particular diagnosis, or by anchoring on to salient features early in the presentation. Attaching a diagnosis to a patient provides a convenient, short-hand description (see diagnosis momentum). It may also reflect some laziness of thought and a desire to achieve completion, especially under conditions of fatigue or circadian dysynchronicity. (Croskerry, Achieving Quality in Clinical Decision Making: Cognitive Strategies and Detection of Bias, 2002)
· (SS) Search satisficing Is the tendency to call off a search once something is found. Most searches in everyday life are initiated because a single known thing has been lost and, consequently, the search will be called off once it has been found. However, in the ED searching contingencies are fundamentally different. There is often more than one thing to be found, we are not always sure what it looks like, we do not always know where to look, and we often do not find anything. When a fracture is found, there may be second or third fractures or radiographic signs of significant soft-tissue injury; in self-poisonings, there may be co-ingestants; there may be more than one foreign body in a wound or an eye or an orifice; patients may have more than one diagnosis, especially if the patient has a psychiatric diagnosis. In all of these cases, satisfying oneself that the search is over once something has been found will be erroneous. Finding something may be satisfactory, but not finding everything is suboptimal.   (Croskerry, Achieving Quality in Clinical Decision Making: Cognitive Strategies and Detection of Bias, 2002)
· Incomplete history taking or physical examination, failure to consider the correct diagnosis, and bias toward a single explanation are all correlated with premature closure. (Graber, 2005)
· Examples
1. Finding a hemorrhoid on a man with blood in his stool who is at high risk for colon cancer, halting workup
2. Diagnosing pt costchondritis and prescribing NSAIDs without considering cardiac risk factors.
3. LT
· Prevention: Secondary survey As far as is possible in the circumstances, physicians should keep an open mind about the diagnostic possibilities in a clinical case. They should be careful that a working diagnosis does not prematurely become the de facto diagnosis. Absolute verification of the hypothesis may be unattainable, but the diagnosis must be subjected to tests of adequacy, coherence,parsimony, and falsification. (Croskerry, Achieving Quality in Clinical Decision Making: Cognitive Strategies and Detection of Bias, 2002)
· Once a search has been completed, and if something has been found, the immediate question should be ‘‘Is there anything else to be found?’’ and a secondary search should commence. If the search does not yield anything, the follow-up question should always be ‘‘Have I been looking in the right place?’’ Alternate search domains might need to be considered.  – (Croskerry, Achieving Quality in Clinical Decision Making: Cognitive Strategies and Detection of Bias, 2002)


	Cognitive Error
	Description
	Examples
	Prevention

	Availability
	Judging by ease of recall
	Common things are common.  ie “Fever, sore throat, non productive cough, myalgias” =  viral pharyngitis vs psoas abscess.

1. Adult female presents with burning on urination = UTI
2. Retro sterna burning worse at night and with spicy food = GERD
	“Be aware.”
>Delay selecting Dx early.
>Consider recent exposure.
>Consider personal bias.
> “What was the first Dx that came to mind?”
> “How quickly did I make a Dx?”
> “When was I last exposed to this Dx?”
> “Do I have any personal bias towards this Dx?”
> “Have I sufficiently considered other likely Dx?”
 

	Framing effects 
	Biases towards a particular Dx by what surrounds the case.

Dx swayed by presentation or wording.
	Context.  Wording.  Stereotypes.  Not the clinical data but what surrounds the data and the data gatherer.

Emotional or disheveled or fit appearing pt, Clinic vs ER setting.

1. Patient - Angry or emotionally labile patient’s complaints are minimized and diagnosis missed

2. Setting - ER effect.  Ciinical presentation evaluated in the ER receives a extensive workup.  The same presentation evaluated in an outpatient clinic receives minimal workup.
	“Be aware.”
>Take in to account surrounding factors.
>Avoid effect of strong pt emotions/personality
>Maintain neutrality
>“If the same case were seen in a different setting, how would I respond?”
>“Am I being swayed by the way this case presented?”
>“How might the patients appearance or expectations be effecting me?”

	Blind obedience 
	Showing undue deference to authority or technology
	Accepting patient/colleague/specialist diagnosis, Deferring to “Negative” CT or WBC.
1. Patient who comes ‘pre-diagnosed’ either themselves “I have sinusitis” or from another physician (ER Dx, subspecialist referral, colleague)
2. Positive or negative test assumed to definitively rule a diagnosis in or out.  IE negative CT scan or blood culture.
3. BB
	“Be aware.”
>Avoid prepackaging
>”Does this diagnosis hang on one result or expert opinion?”
>”If I were to ignore the most convincing aspect of this diagnosis, would I change?”


	Anchoring/ Confirmation bias 
	Over-reliance on initial impressions, supportive data while ignoring contradictory data.
	Relying on lack of fever and white count in an elderly pt with urosepsis.

1. Persistence with Dx of UTI or GERD despite negative work or lack of response to Tx.
2. Overvaluing positive Leucocyte Esterase in suspected UTI or response to GI cocktail in suspected GERD
	“Be aware.”
>”Does the cummaltive data support my working diagnosis?”
>”Am I stuck on my initial impression?”

	Search satisficing /Premature closure
	Accepting narrow-minded belief in single idea.  Halting diagnositic workup once an abnormality has been found
	Infiltrate on CXr = pneumonia, missed PE.  Treat and street, no follow up.
Most difficult Fx is the 2nd Fx.

1. Finding a hemorrhoid on a man with blood in his stool who is at high risk for colon cancer, halting workup
2. Diagnosing pt costchondritis and prescribing NSAIDs without considering cardiac risk factors.
3. LT
	“Be aware.”
>”Have I sufficiently ruled out other potential diagnoses?”
>”Am I stuck on my initial impression?”
>”Do I have a safety net or follow up plan in place?”



4. Preventing cognitive errors in diagnosis

· Preventative strategies
· cognitive forcing strategies-  specific debiasing technique that introduces self monitoring of decision making. They are designed to prevent clinicians from pursuing a … path that typically will lead to error. - Croskerry
· Recognition of pitfalls, situational awareness, “kill zone”
· The capability of critically reflecting upon one’s professional practice has been pointed out as a key requirement for developing and maintaining medical expertise. (Mamede, 2007)
· [bookmark: _GoBack]reflective psractice provides doctors with a systematic framework, built upon an underlying theory, to understand and minimize diagnostic mistakes. (Mamede, 2007)
· the student should learn (1) to recognize situations in which an error would have been committed, (2) examine why an error would have been committed, and (3) formulate high-level decision rules to correct this error. (Borrell-Carrió, 2004)
· Metacognition, insight, awareness, reflection – mentally what happened, what is happening
· General understanding of the mind
· Understanding of your own personal, unique patterns, weaknesses
· “Experts with good metacognitive skills are better able to recognize when they are not performing well and are better able to criticize themselves realistically; that is, they are able to reliably self-monitor.” (Croskerry, Cognitive Forcing Strategies in Clinical Decisionmaking, 2003)
· Understanding the nature of doctors’ mistakes is considered a crucial condition for their prevention. (Mamede, 2007)
· Briefly, [minimizing cognitive errors] involves strategies for recognizing situations that increase the risk of errors (which often involve denial, fatigue, or distraction), attending to previously unexamined decision rules that are being applied to the situation, seeking opportunities for engaging in reframing to revise an understanding of the clinical situation, and promoting a habit of self-questioning during clinical work. (Borrell-Carrió, 2004)
· Extra problem – knowing when we’ve made an error, problem of lack of feedback, insight
[image: metacognition]
(Croskerry, Cognitive Forcing Strategies in Clinical Decisionmaking, 2003)



5. Practice Identifying risks of cognitive error and forming appropriate response.
See “Smith B Unit 2 Appendix.docx”

6. Effectiveness Evaluation

See “Smith B Unit 2 Appendix.docx”

7. Conclusion

· Weaknesses of this approach - (Norman, 2010)
· Lack of data.  So far no data supports the effectiveness of de-biasing techniques.  Some recent papers suggest that teaching cognitive forcing strategies is not effective.  This curriculum addresses some of the weaknesses of previous attempt to teach meta-cognition.  This curriculum also lays the ground work for true outcomes measurement.
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Figure.
Steps in using a cognitive forcing strategy.

Learn the metacognitive technique

Acquire knowledge of specific cognitive error

Identify scenario in which error is likely to occur

Apply specific cognitive forcing strategy

Avoid or minimize error
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